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Based on the grey theory
Introduction [1/5]

- The earthquake event will often react out through the interface of the environment; the groundwater is a comparatively apparent one in a great deal of variables.

- The groundwater level (GWL) is apt to receive influences of the environmental factors, like as rainfall, tide, atmospheric pressure, river water-level and artificial pumping.

- These factors increase the difficulties to analyze the variability of GWL induced by the earthquake.
Introduction

To analyze these effects objectively, the noises to affect the GWL must be filtered out in advance.

The development of factors (or noises) filtering model is needed and expected that it is more convenient to explore, interpret and analyze the physical (e.g. abnormal) phenomena caused by the earthquake event.

In this study, there are two filtering models to be selected for this purpose. One is the BAYTAP-G and the other one is TFM. (The details will be described later)
Introduction

- If the BAYTAP-G or TFM is used to filter out the influences of affecting the original GWL data series, including the atmospheric pressure, tide, rainfall and irregular signal. After this procedure, the data can be taken as the “cleansing” data.

- Next, one thing is important. It is how to explore or decide the anomaly of the cleansing data.

- In this study, four detection methods are selected to check or test the cleansing data. The first one is based on the statistical theory (OA) and the others are based on the grey theory (Di, Es, and Em). (The details will be described later)
Introduction

- Two models are used for filtering the original GWL data and four methods are applied to detect the anomaly of the cleansing data in this study.

- All the results are compared with the “Anomaly Announcement Form (AAF)” established by the Disaster Protection Research Center, National Cheng-Kung University.
Introduction

- GWL Data Series (Original)
- Factors/Noises Filtering
  - BAYTAP-G (P/T/I)
  - TFM (P/T/R/I)
- GWL Data Series (Cleansing)
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  - OA
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The Flowchart of Data Analysis

P = atmospheric pressure
T = tide
R = rainfall
I = irregular signal

OA = outlier analysis
Di = the variation of the grey-window shifting
Es = the measure of the grey variation information series
Em = the cutting series of the grey progressive sliding
Motive and Purpose

- One of objectives in the project is to offer the (computer) tools for exploring the groundwater micro-behavior and explaining the interrelation of earthquake and groundwater.

- In this study, we focus more attentions on the development of the automatic procedures to achieve the goal described above.

- The automation of data analysis is necessary for the project, but the performance of the anomaly detection should be more concerned.
Factors (Noises) Filtering – BAYTAP-G

- The BAYTAP-G model is developed by the Institute of Statistical Mathematics and National Astronomical Observatory in Japan.
- The model can be used to filter the influences of affecting the GWL, including the atmospheric pressure, tide and irregular signal.
- It uses the Akaike’s Bayesian information criterion (ABIC) to obtain the adequate model, but the detail is neglected in here.
Factors (Noises) Filtering – TFM

- The transfer function model (TFM) is developed by the Disaster Protection Research Center, National Cheng-Kung University in Taiwan.
- The model can be used to filter the influences of affecting the GWL, including the atmospheric pressure, tide, rainfall and irregular signal.
- Regression analysis is known to a statistical method used in modeling relationships that exist between variables.
- The TFM is an extension of the linear regression model: regression with serially correlated errors.
- It uses the Bayesian information criterion (BIC) to obtain the adequate model.
The full equation of transfer function model includes:
1. incorporate the “memory” of its past by lagged (dynamic) regression.
2. incorporate the serial (cross) correlations by the general regression.
Anomaly Detection - OA [1/4]

- Time series observations are sometimes influenced by interruptive, unexpected, uncontrolled events, or even unnoticed errors of typing and recording. The consequences of these interruptive events create spurious observations that are inconsistent with the rest of time series. Such observations are usually referred to as *outliers*.

- The main references in this study are Chen et al. (1990) and the SCA statistical system (2000).
The full equation of modeling the effects of outliers includes:
1. modeling the noise effects by ARIMA.
2. modeling the input effects by dynamic regression.
3. modeling the outlier effects by specific function.

\[ Y_t = C_0 + \sum_{j=1}^{k} v_j(B)X_{jt} + \omega L(B)I_t(t_1) + N_t \]
There are four types (L(B)) of outliers:

1. **Additive outlier (AO):** an event that affects a series for one time period only.

2. **Innovational outlier (IO):** an event whose effect is propagated according to the ARIMA model of the process.

3. **Level shift (LS):** an event that affects a series at a given time, and whose effect becomes permanent.

4. **Temporary change (TC):** an event having such an initial impact and whose effect decays exponentially.

At present, it is not mainly concerned on the type of outlier but pays close attention to the time-point and statistical significance of outlier.
Anomaly Detection - Di [1/3]

- The variation of grey-window shifting (Di) is based on the grey system theory.

- According to the grey system theory, the GM (1,1) model is defined as

\[ \frac{dx^{(1)}}{dt} + ax^{(1)} = b \]

where

1. \( a \) and \( b \) are coefficients
2. \( x^{(1)}(k) = \sum_{k=1}^{n} x^{(0)}(k) \)

- The solution of GM(1,1) is

\[ x^{(1)}(k) = \left( x^{(0)}(1) - \frac{b}{a} \right) e^{-a(k-1)} + \frac{b}{a} \]
The window $S_i$ and shifting of this window $S_{i+1}$ are used for GM(1,1) modeling, then the predicted value is created for individual model.

\[
y_{S_i}^{(0)}(k+1) = (x_{S_i}^{(0)}(1) - \frac{b_{S_i}}{a_{S_i}}) \times e^{-(a_{S_i} \times k)} + \frac{b_{S_i}}{a_{S_i}}
\]

\[
y_{S_i}^{(0)}(k+1) = y_{S_i}^{(0)}(k+1) - y_{S_i}^{(1)}(k) \quad k = 0,1,\ldots,n_1 - 1
\]

\[
w_{S_{i+1}}^{(0)}(k+1) = (x_{S_{i+1}}^{(0)}(1) - \frac{b_{S_{i+1}}}{a_{S_{i+1}}}) \times e^{-(a_{S_{i+1}} \times (k+n_2))} + \frac{b_{S_{i+1}}}{a_{S_{i+1}}}
\]

\[
w_{S_{i+1}}^{(0)}(k+1) = w_{S_{i+1}}^{(0)}(k+1) - w_{S_{i+1}}^{(1)}(k) \quad k = 0,1,\ldots,n_1 - 1
\]

The predicted absolute error of window $S_i$ and $S_{i+1}$ is

\[
e_{S_i} = \sum_{k=1}^{n_1} |y_{S_i}^{(0)}(k) - x_{S_i}^{(0)}(k)|
\]

\[
e_{S_{i+1}}' = \sum_{k=1}^{n_1} |w_{S_{i+1}}^{(0)}(k) - x_{S_{i+1}}^{(0)}(k)|
\]
Anomaly Detection - Di

- For window $S_{i+1}$, calculate the absolute variation of $e'_{S_{i+1}}$ and $e_{S_{i+1}}$.

$$d_{S_{i+1}} = |e'_{S_{i+1}} - e_{S_{i+1}}|$$

- When the window is shifted, the $d_{S_{i+1}}$ is used to check the change of data structure.

- The threshold value needs to be assigned for testing the anomaly. The $\text{<mean+2*st.dev.}>$ is suggested in this study.
Anomaly Detection - Es [1/2]

- The measure of grey variation information series (Es) is based on the grey system theory and information entropy.
- The calculation steps of the Es method are described in brief as follows:
  1. Normalize the data series
     \[ y_i = f(x_j) = \left( \frac{1}{1 + x_j} \right) \bigg/ \left( \sum_{i=1}^{S} \frac{1}{1 + x_i} \right) \]
  2. Calculate the information entropy
     \[ I(X) = -K \sum_{j=1}^{S} y_j \ln y_j \quad (j \in J; \; K = 1 / \ln 2) \]
(3) Define the relative measure of variation information

\[ I_a(X) = \frac{I_d(X)}{\text{max } I_d(X)} \times 100\% = \frac{I_{\text{max}}(X) - I(X)}{I_{\text{max}}(X) - I_{\text{min}}(X)} \times 100\% \]

- The threshold value needs to be assigned for testing the anomaly. The \(<\text{mean} + 2\times\text{st.dev.}>\) is suggested in this study.
  (It is the same of Di.)
Anomaly Detection - Em \[1/2\]

- The cutting series of grey progressive sliding (Em) is based on the Es method. According to the basis of Es method, the time-point and magnitude of variation in time series are concerned.

- The calculation steps of the Em method are described in brief as follows:
  1. Re-arrange the data series:

\[ X_j = [x(1), x(2), \ldots, x(j), \bar{x}(j), \ldots, \bar{x}(j)] \quad (j = 1, 2, \ldots, N) \]

where \( \bar{x}(j) = \frac{\sum_{k=1}^{j} x(k)}{j} \)

2. Calculate the \( I_a(X_j) \) (the Es method)
(3) Define the measure of cutting series of grey progressive sliding

\[ \Delta I_a(X_j) = [I_a(X_j) - I_a(X_{j-1})] / I_a(X_j) \]

- The threshold value needs to be assigned for testing the anomaly. The \(<\text{mean}+2\times\text{st.dev.}>\) is suggested in this study. (It is the same of Di and Es.)
Comparison of Di, Es and Em

- The Di method:
  1. The minimum data number of GM(1,1) modeling is 4. (we take 4 for window size)
  2. If the data value is continuously the same, this method fails and needs to use the Es or Em method.

- The Es method:
  1. Calculate the information entropy of data
  2. To compared with the max-minimum of information entropy in whole period.

- The Em method:
  1. Calculate the information entropy of data
  2. To compared with the information entropy of previous window.
Anomaly Detection – AAF

The control and management procedure of data from the groundwater observation wells in this project is to go on according to the following seven steps:
(1) measurement of environmental information
(2) recording/storage of environmental information
(3) checking and processing of environmental information
(4) noise filtering and data analysis
(5) identification/determination of anomaly
(6) data explanation and anomaly description
(7) making and proposing of the form

By BAYTAP-G Model
## An Example of AAF [1/2]

<table>
<thead>
<tr>
<th>Time of Recording</th>
<th>GPS Time</th>
<th>Item of Anomaly</th>
<th>Variation</th>
<th>Possible Cause</th>
<th>Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006/03/29 00:10</td>
<td></td>
<td>水位：116.773cm-11.926cm</td>
<td>□</td>
<td>□</td>
<td>预报天候</td>
</tr>
<tr>
<td></td>
<td></td>
<td>水温：24.93℃</td>
<td>□</td>
<td>□</td>
<td>仪器损坏</td>
</tr>
<tr>
<td></td>
<td></td>
<td>气压：1005.228kpa</td>
<td>□</td>
<td>□</td>
<td>湿气因素</td>
</tr>
<tr>
<td></td>
<td></td>
<td>前期雨量：0mm</td>
<td>□</td>
<td>□</td>
<td>地震</td>
</tr>
</tbody>
</table>

### Integrated Explanation
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Case Studies

- Part I
  - Comparison of BAYTAP-G and TFM by OA

- Part II
  - Comparison of OA, Di, Es, Em and AAF
Data Acquisition and Research Scope

- The data come from the observation stations of Water Resource Agency, Ministry of Economic Affairs (the title of project: Planning of Groundwater Anomalies Associated with the Earthquake).

- There are 8 observation wells in Taiwan for the study.

- Data
  - 12 groups of time series (case c1 ~ c12)
  - time period: September, 2003 ~ May, 2004
  - data (GWL) recording by hourly time interval
  - data filtering by BAYTAP-G model or TFM

Just the results of case c1 and c2 are shown here.
Part I - Comparison of BAYTAP-G and TFM by OA

The original data

The cleansing data by BYATAP-G filtering

The cleansing data by TFM filtering

The anomaly detection result of OA in case C1 from the BAYTAP-G and TFM filtering

10-12 Oct., 2006
Part I - Comparison of BAYTAP-G and TFM by OA

The original data

The cleansing data by BYATAP-G filtering

The cleansing data by TFM filtering

The anomaly detection result of OA in case C2 from the BAYTAP-G and TFM filtering
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Part I - Comparison of BAYTAP-G and TFM by OA

- The TFM cooperated with the BIC is efficient and automatic for filtering the environmental factors and obtaining the adequate model.

- To inspect the anomaly detection results of the OA method from the BAYTAP-G and TFM filtering, the TFM is similar to the BAYTAP-G.

- The TFM may be an alternative method for factors (noises) filtering, but it has many advantages and conveniences, such as:
  1. easy to increase the variables
  2. systematic approach
  3. fast (once) to estimate parameters
  4. easy to update the model
Part II - Comparison of OA, Di, Es, Em and AAF

The anomaly detection time-series-plot of the Di, Es and Em in case C1
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Part II - Comparison of OA, Di, Es, Em and AAF

The original data

The cleansing data

The Di method

The Es method

The Em method

The anomaly detection time-series-plot of the Di, Es and Em in case C2
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Part II - Comparison of OA, Di, Es, Em and AAF

The anomaly detection result of the OA, Di, Es, Em and AAF in case C1 and C2
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Three (Di, Es and Em) anomaly detection methods based on the grey system have the features:
(1) the time of preparation is short
(2) the data number is small for modeling
(3) easy to model building
(4) fast to estimate parameters
(5) automatic to execute the procedure
(6) flexible to adjust the model

The time, period and intensity of the anomaly can be extracted by the Di, Es or Em method.

The methods based on the grey system can be used for the real-time analysis. It is possible to provide the leading (pre-cursor) information.
Concluding Remarks [1/2]

- To compare the results of four detection methods to the AAF, the AAF with seven-step procedure is moderately subjective, but four detection methods with the standard operation procedure may be more objective.

- The OA method has the properties of rigorous theory, but the execution procedure is not easy to automatize. It is used as a quantitative method, in which the earthquake is regarded as an intervention event. The response function is established based on the changes of the GWL before and after the earthquake.
Concluding Remarks [2/2]

- Three methods (Di, Es and Em) based on the grey system theory have lots of merits, including the simple, fast and automatic, but the threshold value to test the anomaly needs to be set firstly from different observation stations.

- All four methods may offer the tools for exploring the groundwater micro-behavior and contribute to explaining the relationship of earthquake and groundwater.
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